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Agenda

* Introduction— 5 min

« Overview of EMC Storage Tiering — 15 min

» Using DB Classify for Intelligent Database Tiering — 15 min
« DB Classify Demo — 30 min

« EMC VMAX Plug-in for OEM 12¢ — 15 min

*« Q&A — 10 min
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More Oracle Deployed on EMC Storage Than
Any Other Vendor in 2012—IDC

Source: IDC, Storage Users Demand Study 2012—Spring Edition: End Users Test Different Ways of Using Solid State =
Storage, doc #238127, December 2012 =]DC
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What is Tiered Storage

Tiered storage is the assignment of different categories of
data to different types of storage media in order to reduce
total storage cost.
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EMC Tiered Storage Solutions
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HOW Does EMC Tier Storage?




Start with Virtual Provisioning...
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» Pool-based storage designed to improve
the functionality available to a Storage
LUN.

— Improves storage utilization (thin provisioning,
oversubscription, LUN abstraction).

— Reduces storage provisioning complexity and
overhead (Auto-provisioning groups, Less “clicks”).

— Automates processes to easily grow, move, reclaim,
and rebalance storage.

« Non-disruptive upgrades that automatically
rebalance pools to maintain performance.

« Drain volumes to shrink pools
Virtual LUN migrator to move LUNs between
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Benefits of Virtual Provisioning

Significant environmental savings through disk
drive reduction due to Wide Striping.

Faster and simpler storage allocations. Less
“clicks” to productivity.

Improved Performance with Wide Striping and
Automated Pool Rebalance.

Zero-space storage recovered and reclaimed
through space reclaim teature.
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Add in Fully Automated Storage Tiering (FAST)

Channel

SATA

« Automation that dynamically monitors and
relocates data based on application needs
— Monitors sub-LUN 1/O activity (768K)
— ldentifies sub-LUN data for relocation
— Relocates for optimal performance

« Automates sub-LUN data migration
— Promotes “hot” sub-LUN data to Flash drives
— Demotes “cold” data to SATA drives

FAST automatically moves data to the right Storage
Tier for improved performance, and cost savings due
fo operational efficiencies and increased usage of
SATA storage
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Why FAST Works - Workload Skew

[m Device Activity Report ) « Workload Skew is the reason
FAST works!
elulCli - Skew defines an asymmetry in

targets?

device usage over time
— 85% of the workload serviced by
15% of the devices

« FAST accounts for device level
sub-LUN skew
— Relocates busiest extents

(chunks) to higher performing
storage tiers

“Idle” data moved to more cost-
effective tiers
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Results of a Consolidation with FAST

140 TB 140 TB
1,128 disks 152 disks
40% more
All 146 GB 15K 27% FC performance
Fibre Channel

Yo W o
87% few drives = — 40 / o) |OW9I‘
65% less footprint total COSt*

76% less power

Gy
14.5 feet 5 feet

* TCO based on acquisition costs with three years’ maintenance
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Workload Distribution with FAST
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Benefits of Fully Automated Storage Tiering

« Significant environmental savings through Wide Striping
and Automated Tiering across FLASH, FC, and SATA
disk drives.

* Reduce ongoing performance management effort due to
Automated Tiering.

« Improve application performance by introducing FLASH
drives, and a tool to efficiently tier hot workloads to those
drives.
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EMC DB Classity

EMC

where information lives"
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EMC DB Classify — Right-Tiering Analysis
What is it?

 High level: An EMC service that helps customers identify the most cost-
effective way to optimize database storage infrastructure in a tiered
storage environment.

« DB Classify Delivers:
— ldentify who access data and how frequently
— ldentify most, and least, frequently used tables and columns
— ldentify ranges of data values that are most, and least, frequently used
— Determine whether data access is different from what was expected

« DB Classify Benefits:

— Reducing I/O wait times for most critical applications
— Reduce TCO by recommending the placement of the right database objects on the
right storage tier, based on specific usage patterns

— Provide the business ROI for the automation of 1/0O balancing and optimization
leveraging intelligent storage tiering
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Why DB Classify - Storage Tiering Challenges

« DB Classify helps to make optimal use
of tiered storage

« What storage type and capacity is
needed?
— Server Cache, EFD, FC, SATA

« How to set up Tiering policies based on

business value®?

— How to ensure critical applications get
required performance

— Which data can be a candidate for lower
storage tiers (SATA or Archive?)

— Multiple database environments in a single
Storage Array (test, dev, prod)
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Enterprise Dashboard

i Favorites @@ EMC DBclassify 7]

T
I_EMC Signed in as: DBclassify Admin User Logout
Dashboard " FAST ” Report Center " Administration I
(]
Time Frame [1r [ max | Select hours over period of time From |01/29/2012 | | oo:00 [=] To |02/15/2012 | 23:59 E[
Environment Name = i Host = L | Application | [=] Technical Environment =]
DB Type | . El Priority | E[ Tier Class E[ Response Time Status 1 lz[
Apply Clear
|=] Total Records:8 Total DB Size: 1.072 GB Records 1 to Bof 8 P — PR -
Status Env Name Host Tier Class Priority Business Environment Avg Readsis Avg Reads (M... Curr Avg. .. Exp Avg.. VO Wait (... - VO Wait (... DB Size. DB Type Version Last Analysis
- GCSB155 GCSB155 GoLD 1 BILLING-PROD 125.49 2.m 9.49 10 142:52:03 81.65 27661 SUL Server 2005 02M0/2012 00:0..
more.
- ZETCOMS ZETCOMS GOLD 1 BILLING-PROD 32.95 0.65 716 10 84:55:28 36.65 3527 SQL Server 2008 02/01/2012 00:0...
more...
- orall GCSB157.Iss.em... GOLD 2 BILLING-PROD 7.88 o.e1 0.97 10 01:27:41 063 414,43 Oracle 11.2.0.1.0  02M0/2012 00:0...
more.
- orall zetcomT GOLD 1 BILLING-PROD 298.14 245 0.05 10 01:15:48 055 23419 Oracle 11.201.0 02/08/2012 00:0..
more...
- ShayService zetcome GOLD 1 BILLING-PROD 20.22 0.30 0.98 10 01:12:22 0.52 131 Oracle 11.2.0.1.0  02/08/2012 00:0...
more.
- SECOMDINSTANCE GCSB154 SILVER 1 CRM-TEST a.ea o 22105 10 00:00:42 o001 349 SOL Server 2008 02/08/2012 00:0
more.
- orad zetcom2 SILVER 1 CRM-TEST e.e2 o 3.09 10 00:00:03 o 0.96 Oracle 9.2.0.1.0 02/08/2012 00:0...
more.
[ ] FET12131 zetcom12-13-vip  GOLD 1 BILLING-PROD 29.53 0.40 ] 10 00:00:00 o 1.83 Oracle 11.201.0 0Z/08/2012 00:0..
more.
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Total Wait Time vs IO Wait Time

Non I/0 Wait vs. I/0O Wait
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Database IO Time vs Storage 10 Time

Database IO Response Time
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Current Database Usage

Database Usage: Total Size = 646.96 GB

Hot, 25.92%

Free, 1.84%

Warm, 62.58
Id, 9.64%

© Undoc @ Temp @ Free &) Cold &) Warm @ Hot
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Summary Results — Tier Recommendation
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storage groups,
with candidate
devices and
storage amounts
per tier

EMC

where information lives"

21



EMC DB Classify DEMO

John Kelly — EMC Delivery Manager, GPS Americas




DB Classify - vLab Available! Ask you EMC or
Partner System Engineer!
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Oracle Enterprise Manager
VMAX Storage Plug-in




Oracle Enterprise Manager VMAX Plug-in
What is it?

« High level: Free plug-in that provides comprehensive Availability,
Performance, and Configuration information for EMC VMAX Storage
Arrays.

« VMAX Plug-in Delivers:
— Pinpoint storage related performance problems
— Navigate from data file > host volume - storage device
— Optimize storage allocation by tracking storage usage by database

« VMAX Plug-ins Benefits:

— Consolidate all information about Oracle and EMC VMAX storage in OEM 12c¢
Management Console

— Correlate availability and performance problems across entire set of IT components
— Enhance service modeling and perform comprehensive root cause analysis

* Plug-in for VNX will be available in the next 2-3 months
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OEM for VMAX Plug-in Dashboard

 The different information areas of the home page:

ORACLE Enterprise Manager Cloud Control 12¢ Setup v Hep v | 3@ stsMan v | Logour O

Enterprise = g orites ~ (&) History - arch Target Name « |
4 vmax_110_asmlb @ [E] 10.110.79.110
[@] emc_vmax Page Refreshed Jul 2, 2013 6:20:54 AMEDT ()

~| Summary ~| Incidents and Problems

Target Name vmax_110_asmlib * Target |Local target and related targets [1']| * Category |All (] @0 @1 1&Ao Po
Current Status ﬁ Up . . - . . .
Up Since Jul 19:09:56 Message Target Severity Status Escalated . Type Time Since Last Up...
Agent Host 10,110.79. 110 Problem: java.lang.Ilegals =] (x ] New = Problem 18 days 4 hours

Last Updated: Jul 2, 2013 6:22 am

~| Symmetrix space utilization (TB) ~| Storage I0 performance (R/W per second, Last 24 Hrs)
Type [ Space (TB) Space (%) 400
CAPACITY 433.38 100 300
FREE 69,32 16 200
USED 364.56 34
100 ——
o A N e
Jul 18:00:00 Jul 110:00:00 Jul 112:00:00 Jul 114:00:00 Jul 116:00:00 Jul 1 18:00:00 Jul 1 20:00:00 Jul 122:00:00 Jul 20:00:00 Jul 2 2:00:00 Jul 2 4:00:00 Jul 2 6:00:00
| Storage Disks and Metas | ~| Space Used and Available by Disk Group
Meta Type Devices | Capadity (MB) Updated DiskGrp Free (TE) Cap (TB) Free (%) Avail (35) |
1AF2 TDEV 4 524291 | % 13-07-0117:09:57 1 1.9 63,1 2.7 97.3 |2
1AFD TDEV 4 524291 13-07-0117:09:57 2 3.6 63.1 5.2 94.3
1801 TDEV 4 524291 13-07-0117:09:57 3 4.1 63.1 -] 94
1B0B TDEV 4 524291 13-07-0117:09:57 4 4.1 63,1 [ 94
1BOF TDEV 4 524291 13-07-0117:09:57 5 25.5 63,1 374 6.6 n |

EMC

where information lives"
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OEM for VMAX Plug-in Dashboard

 The different information areas of the home page:

ORACLE Enterprise Manager Cloud Control 12¢ Setup v Hep v | 3@ stsMan v | Logour O
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4 vmax_110_asmlb @ [E] 10.110.79.110
[@] emc_vmax Page Refreshed Jul 2, 2013 6:20:54 AMEDT ()
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Targetfs MW!RY * Target Local target and related targets [1]| * Category [al o 1@0 1@ 1 1A IFo
Current 5 L] i
6 e ENTERPRISE MANAGER-NCIDENTS wswi.
Agent HostS - S Problem: java.lang.Ilegals =] (x ] New = Problem 18 days 4 hours
Last Updated: Jul 2, 2013 6:22 am
~| Symmetrix space utilization (TB) ~| Storage I0 performance (R/W per second, Last 24 Hrs)
Type [ Space (TB) Space (%) 400
>rCAPACITY  =|f =
2 ol R/W IOPS
= QOVERALL =« nama’
100 ——
i A VA e —
Jul 18:00:00 Jul 110:00:00 Jul 112:00:00 Jul 114:00:00 Jul 116:00:00 Jul 1 18:00:00 Jul 1 20:00:00 Jul 122:00:00 Jul 20:00:00 Jul 2 2:00:00 Jul 2 4:00:00 Jul 2 6:00:00
| Storage Disks and Metas | Space Used and Available by Disk Group
Meta Type Devices Capacity (MB) Updated DiskGrp Free (TE) Cap (TB) Free (%) Avail (35)
1AF2 TDEV 4 524291 | % 13-07-0117:09:57 1 1.9 63,1 2.7 9?.3.‘
= DISKS AND METAS ==|[ =wov=o: CAPACITY BY DISK GROWP -
1801 TDEV 4 524291 13-07-0117:09:57 3 4.1 63.1 -] 94
1B0B TDEV 4 524291 13-07-0117:09:57 4 4.1 63,1 [ 94
1BOF TDEV 4 524291 13-07-0117:09:57 5 25.5 63,1 374 6.6 n

EMC
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OEM VMAX Plug-in DEMO

Oracle Extensibility Site - http://apex.oracle.com/pls/apex/f?p=34841:11

Everything Oracle Community at EMC -
https://community.emc.com/community/connect/everything oracle
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Thank You!

EMC

where information lives"

© Copyright 2010 EMC Corporation. All rights reserved. 29



