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. Design Goals 2000 — 2009 and Beyond

» Take advantage of HW price/performance curve

* Improve utilization rates for servers/processors,
storage, memory

 Increasingly automate repeatable, labor intensive
tasks

* Reduce or eliminate the risk of change or user error
« Simplify the Information Architecture

ORACLE
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Oracle Database 11g Release 2
Specific Areas of Cost Reduction

e Reduce hardware capital costs by factor of 5x
* Improve performance by at least 10x

* Reduce storage costs by factor of 12x
 Eliminate downtime AND unused redundancy
e Considerably simplify your software portfolio

« Raise DBA productivity by at least 2x

* Reduce upgrade costs by a factor of 4x

ORACLE
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Legacy
Applications

eMalil
g
Data

Warehouse

Is This Your Data Center?

Lots of servers
Separate storage silos

Multiple vendors products (and
versions

Different operating systems (and
versions)

Poor CPU utilization Rates(higher
software costs)

High operational expenses(more
numbers of things and kinds of things
to manage)
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How Are Real Dollars Saved?

Legacy o
Applications Data < Consolidation

eMail et — Fewer Number of Things
— Improved Utilization
* Rationalization
— Fewer Kinds of Things
— Simplified Utilization
e High-Level of Management
Process Maturity

— Documented
— Repeatable
— Automated

ORACLE
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Real Application Clusters
Virtualizes server resources

* Runs all Oracle database applications
« Highly available and scalable on demand
« Adapts to changes in workloads

ORACLE
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Oracle Database 11g Release 2
Simplified Grid Provisioning

T myclustermyco.com

_________________________________________________________
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* New intelligent installer - 40% fewer steps to install RAC
« SCAN - Single cluster-wide alias for database connections
* Nodes can be easily repurposed

ORACLE
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Oracle Database 11g Release 2
Intra-Node Instance Caging

* Flexible alternative to
server partitioning

* Wider platform support

than operating system 1O L A 02 LS
Database A

resource managers
12 | [ Batabase®

* Lower administration

Sum of cpu_counts

A

overhead than . Database C
virtualization T
* Set CPU_COUNT per 4 |
Database D

instance and enable
resource manager

ORACLE
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Instance Caging Approaches

Partition — For critical workloads Over-provision - for Non-Critical/Test Instances

Sum = Total Sum > Total
A A
Total Number 4
of CPUs = 16 1 Total Number
of CPUs =4
T y
Database C
8 2 o
T T >
QD
O
%
4 1 10
T Database D T o
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Oracle Database 11g Release 2
ASM Cluster File System

HR SALES ERP

A S A (| [ /S /5 [V FS 5 [ RS W (S S W | S W\ [ W

(@igigislislsigig@

Database Files Oracle Binaries Files

» General purpose clustered or local file system built on
ASM

* Optimized disk layout, Online disk add/drop/rebalance,
Integrated mirroring

* Dynamic Volume Management, Read-Only Snapshots

ORACLE
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Oracle Database 11g Release
ASM Enhancements

* Improved Management Frequently Infrequently
Accessed Accessed
— ASM Install & Data Data
Configuration Assistant

(ASMCA)
— Full Featured ASMCMD
— ASM File Access Control
— ASM Disk Group Rename
— Datafile to Disk Mapping

e Tunable Performance
— Intelligent Data Placement

ORACLE
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Manage Data Growth Costs
Partition for performance, management and cost

ORDERS TABLE (7 years)

2003 2008 2009

ST 59 Active 35% Less Active ' ' $1/
Gb Gb

T:
_tg £

atﬁmp

ASM Instance
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. Consolidating All Your Data

f"'
%’/
%
e
\_{__.-;_‘;/
Scanned Office Documents
Documents
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Oracle Secure Files
Consolidate Unstructured Data On the Grid

Read Performance Write Performance

S)

O O

7)) 7))

~~ . ~~ .

o) Secure Files No) Secure Files

= Linux Files = Linux Files
0.01 0.1 1 10 100 0.01 0.1 1 10 100

File Size (Mb) File Size (Mb)
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Unstructured Content in the Database

|_"] http:ffstcontent. oracle. comfcontentfapp/explorerPage. jspx g

|:| ~ II Mame « | Size | Last Modified | Description | Skatiss |
| [F3] Private Documents 8/11/06 12:26 AM
2t [C] Published Documents 5111/06 12:26 A4M
s [;/ it 12/11/08 11:33 PM
iy = pload 16.5KE &/24/06 3:49 PM
&dd to Favorites
Copy URL
E-mail URL EE|[X|
& cut .
Copy
tl Paste

— Inherit/Modify Settings

1] Faste as Link

- O Irherit Settings - Use the same settings as the parent folder

i+

i Shaing. .. (O] Modify Settings - Make changes to the current settings

& Submit For WorkFlow

5 Cancel Workflow Request —Maodify Settings

o X Delete

1+ i — T T

s {53 Properties... add Member | Users || || administrator » | Add

L —
I+ Search Select [Group Name or User Name Roles

o 3 O B cHARLE GaRRY * Administratar

T+ ) 8 DARRYL.ROLLINS REher

+ ) 8 DONMAWILLIAMS By 3
1+ — = -
G < >

S 5 &

Done

o
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Optimize I/O Performance

Advanced Compression Option
« Compress large application tables
— Transaction processing, data warehousing

« Compress all data types
— Structured and unstructured data types (de-duplication)

* Improve query performance
— Increased physical I/O efficiency
— Increased SGA efficiency reduces need for physical

read
Q « Compressed log-redo stream to standby

— Reduce bandwidth, increase distance between DCs

Up To 4X Compression

ORACLE
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OLTP Table Compression Process

—
» » /®» | »®

Empty Initially Compressed Partially Compressed
Uncompressed Block Compressed Block
Block oc oc
Block Block
Legend
Header Data Uncompressed Data
Free Space Compressed Data

ORACLE
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Block-Level Batch Compression

‘ ‘ A ‘ ‘
Pas s

« Patent pending algorithm minimizes performance overhead and
maximizes compression

 Individual INSERT and UPDATESs do not cause recompression
e Compression cost is amortized over several DML operations

* Block-level (Local) compression keeps up with frequent data changes in
OLTP environments

— Others use static, fixed size dictionary table thereby compromising
compression benefits

« Extends industry standard compression algorithm to databases

— Compression utilities such as GZIP and BZ2 use similar adaptive, block
level compression

ORACLE
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Consolidate onto the Grid
Oracle’s Grid Computing Architecture

In-Memory Database Cache (AKA TimesTen)

= I - < f— =___, 2 Z
Real Application Clus "«5’“
Enterprise

Manager

Automatic Storage Management

ORACLE
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Oracle Times Ten 11.2 =
Released May 2009

* Improved performance
— Improved SQL optimization and support for bitmap indexes
— Improved write throughput and scalability
« Automatic failover
— Automatic database failover (integration with CRS)
— Automatic client connections failover and naotification
* Enhanced compatibility with Oracle Database
— Support for Oracle Call Interface (OCI) and Pro*C
— PL/SQL

ORACLE
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In-Memory Database Cache Grid
Scaling Middle Tier Resources

Peer-to-peer

: Transactional communication
On-demand loading of consistency between grid

cached data and

A nodes
redistribution based
on usage Application
n-Memory
Database .
i i . Cache Scale with
High Availability Application Application processing

needs

Application Application

n- n-Memory
Database Database
Cache Cache

Synchronized with
Oracle database

i - - Online addition (and

| ORACLE removal) of cache
- - = >

| —

nodes

ORACLE
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In-Memory Database Cache Grid U
Using Cache Data in the Grid

In steady state, data
Ap requests are typically
Application reads data @ satisfied by the local
from the cache, updates it ? cache content
and commits the |® (reference data,
transaction, which gets preloaded data, etc.)
propagated to the Oracle
database automatically

ORACLE

DATABASE

ORACLE
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In-Memory Database Cache Grid S
Concurrency and Coherency Across Nodes

App
7Y
|
@, --—"" . ‘ s

For globally shared
data, a cache
miss is satisfied

either from Or, from the
another node DOtratg:le
DATABASE Database
ORACLE
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In-Memory Database Cache Grid S
Concurrency and Coherency Across Nodes

App
7Y
|
@, --—"" . ‘ s

For globally shared
data, a cache
miss is satisfied

either from Or, from the
another node DOtratg:le
DATABASE Database
ORACLE
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Traditional High Availability

Expensive, idle redundancy

Production Idle Failover

Server Server Idle Disaster
Ly Fecoen
Solaris Cluster |.=\ /=‘
HP ServiceGuard™ |I I
IBM HACMP u !

.

_l-—

4_!

3

I
BMC Veritas
SQL Backtrack Volume Manager

ORACLE
© 2009 Oracle Corporation



. Oracle Maximum Availability Architecture
Fully Utilizing Redundancy

A A

Secure Backups Real Application Active
to Cloud and Tape Clusters Data Guard

Fast Automatic Storage
Recovery Area Management

ORACLE
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Oracle Data Guard 11g Architecture

Physical Open R/O
Standby 9
Sync or Async =,

Redo Shipping

Production
Database

Logical ~ OpenR/W

Transform 5
Redo to SQL Standby l\\f“”

ORACLE
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Data Guard SQL Apply (Logical Standby)

Additional
Indexes &
l l Materialized Views
Primary Logical Standby
Database DatBa (iuafd Database
P N roxer Transform Redo P N
to SQL and Appl
W e
Open
g ———— Read - Write
. ‘ 7\
Redo Shipment Standby pdl,
Redo Logs :

* Logical Standby Database is an open, independent, active database
e Contains the same logical information (rows) as the production database
e Physical organization and structure can be very different
e Can host multiple schemas
e Can be queried for reports while redo data is being applied via SQL
e Can create additional indexes and materialized views for better query performance

ORACLE

© 2009 Oracle Corporation



Data Guard Redo Apply (Physical Standby)

Active Data Guard Option

Open
l l Read-Only
Primary Data Guard Physical Standby . @
Database Broker Database lgi"/
‘ ~ t(\“;éiﬂ’/
Redo Apply 3.;
-
o
Redo Shi t
edo Shipmen Standby
Redo Logs

* Physical Standby Database is a block-for-block copy of the primary database

* Uses the database recovery functionality to apply changes

* While apply is active can be opened in read-only mode for reporting/queries*

e Supports Fast incremental backups, further offloading the production database
e Support for all features and data types

e Support for new “Snapshot Standby” state

* Eliminates the need for separate standby for reportin

© 2009 Oracle Corporation



. Redo Apply or SQL Apply?

Redo Apply SQL Apply
* Physical, block-for-block copy ¢ Logical, transaction-for-
of the primary transaction copy of the
* Can be open for read-only primary
gueries — supports real-time < Allows creation of additional
reporting in 11g objects, modification of
« At role transition, offers objects
assurance that the standby * Able to skip apply on certain
database is an exact replica objects
of the old primary * |s open read-write (data in
* Can be used for fast backups tables maintained by SQL
« Higher performance Apply can not be changed)
« No data type restrictions * Supports real-time reporting

* Has datatype restrictions

ORACLE
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Make Change Safe -
Real Application Testing: Database Replay

* Recreate actual production database workload in test environment
* No test development required

* Replay workload in test with production timing

* Analyze & fix issues before production

“Client” “Client”

=1 | —c| Productioni Test

' Replay DB Workload
tlﬁ){t | S
Capture DB Workload

Test migration

Oracle DB r 1 to RAC

ORACLE
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SQL Replay Analysis Result: STE_PAT

Task Name STE_PAT
Task Cwhner  SYSTEM
Task Description

Global Statistics

Make Change Safe —

Real Application Testing: SQL Performance Analyzer

5L Tuning SetMame  STE 123
STS Cwner  SYSTEM

Projected Workload Buffer Gets S0L Statement Count Recommendations
Run SQL Tuning Advisar to fune
3,000,000 75 regressed SOL statements,
2,000,000 50 [ Fun 50L Tuning Adhisor |
Biefiore

1,000,000 W ifer 25

0 0.0

ﬁ Irmprovement Irmpact +86,6029% Brlan Changed B Plan

Regression Impact -0.020%
Qwerall Impact +86.612%

Projected Workload Buffer Gets Distribution

Single Execution SQL Statement Count Distribution

2,000,000 5
g 4
= 1,500,000 -
T 53
E 1,000,000 8 5
S 500,000 1
=]

3 256 2,048 4,096 32,768 262,1442,097,152 8 256 2,048 4096 32768 262,144 2,097 152
Buckets - Buffer Gets/Execution Buckets - Buffer Gets/Execution
Before Il After Before M After
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. Is This Your Software Portfolio?

) <hmc
SUCCESS COMES IN REAL-TIME @

A HpOornVEW

JYnNovasTor
(o

QUEST IR Tivoli. EVIUETE
SOFTWARE
. EMBARCADERO
% % %m TECHNOLOGIES.

ORACLE

APPLICATION m

SECURITY, INC.
LUMIGENT @ INGRIAN

optimy sz  Guardium () protegriy

SARFELARGNG DATARASES ™

Storage Management Security

ORACLE
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Software Rationalization

Oracle Clusterware

Oracle Real Application Clusters
Oracle Secure Backup

Oracle Data Guard

Flashback Operations

Online Operations ORACLE 1 1g

Diagnostics Pack

Tuning Pack

Change Management Pack
Configuration Management Pack
Provisioning Pack

DATABASE

Automatic Storage Management Fine Grained Access
Automatic Space Management Identity Management
Disk based Backup/Recovery Transparent Data Encryption
Compression Data Masking Pack
Partitioning Database Vault
Exadata Storage Audit Vault

Storage Management Security

ORACLE

© 2009 Oracle Corporation



Managing Complexity

Automated Self-management

Database Instance: BUG1AP_DBS232

A u to m at ed " Home | Peformance  Administration  Maintenance
.
e St
0 ra. e General Host CPU
ﬁ (Shutdown | Black Out -
 Memory S e -
Up Since Feb 23, 2009 2:43:57 PM CST S0
. . Instance Name buglap
° St t ‘t Wersion 11.1.0.7.0 25
a IS ICS Host dhs232 us oracle com
Listener LISTENER_BUGIAP dhs232 uso o
ey All Froperties
[ ] SQL tunlng ‘iew All Properties
[ ]

Diagnostic Summary
Intercannect Findings
ADDM Findings
Period Start Time
Alert Log

Backup and Recovery

=

7
WMar 17, 2009 2:30:22 PM
Mar 17, 2009 2:20:26 P

p-Alerts

Advisory:
* Indexing

p-Related Alerts

Performance Analysis
Period Start Time Mar 17, 2009 2:30:22 PM

Load 4.57 Paging 0.00

Switch Database Instance[BUG1AP_DBS232 x|

Latest Data Collected From Targel Mar 17, 2009 3:23:44 PIM CDT (_Refresh ) view Data| Automatically (50 sec) =

Active Sessions SQL Response Time

50 108
Wil i Latest Collection
Oﬁ;erﬂ 25 W User 10 54 (seconds)
Wiugla [ JeizlN} Reference Callection
27 seconds
0o o

Maximum CPU 4 S0L Response Time (%) 11.73

(_Edit Reference Collection

Space Summary
Dump Area Used (%) &0

High Availability

Instance Recovery Time (sec) 7

Period Duration {minutes) 30.12

1-50f 7 =| Mext 2 &

|Recommendations

* Partitioning
. [ ] 485 S0L statements consurning si
® Com preSSIOn ] 145 Individual datahase segments
] 299 The buffer cache was undersized causing
. ape [ ] 258 Individual SQL siaternent:
 Availability -
Policy Violations
- Data Recovery ot 005 vt Pl Vs 0
Security

© 2009 Oracle Corporation

Last Security Evaluation

database time were found

hle for significant user VO wait were found

additional read 1D

for significant user A0 wait were found.

Wait event "BCIL"Net mare data to client” in wait class "Network” was consuming significant database time.

& Jan 17, 2006 10:39:23 PM PST

[T Compliance Score (%) 100

Palicy Trend Ouerview

Compliance Score (%) 100

5 S0L Tuning

3 Segment Tuning

1 DB Configuration

3 SOL Tuning

4 Application Analysis

Enterrize Security Af a Glance




Oracle Stack

Complete, Open and Integrated

« Standard components
- Certified configurations Applications
« Comprehensive security
* Higher availability

« Easier to manage Database
* Lower cost of ownership

Middleware

Virtualization

Operating System

Storage

ORACLE
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Oracle Database Machine V2
Your Information Infrastructure In a Box

Legacy

Applications Data
eMail - Data M&}I:[
€ g
| u
I a’ g
Data :
Warehouse ‘l CRM
Data | e
Mart
- g
" ' Oracle Database 119
“ # Database Machine V2

ORACLE
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Sun Oracle Database Machine
Get on the Grid Faster - OLTP & Data Warehousing

Oracle Database Server Grid

» 8 Database Servers
— 64 Cores
— 400 GB DRAM

Exadata Storage Server Grid

* 14 Storage Servers
— 5TB Smart Flash Cache
— 336 TB Disk Storage

Unified Server/Storage Network

* 40 Gb/sec Infiniband Links
— 880 Gh/sec Aggregate Throughput

Completely Fault Tolerant

R A

-

-
]
.
-
-
.
-
!
-
-
|
=

=

L

™
-
™

T
I

| ——
o

i

ORACLE
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. Solutions To Data Bandwidth Bottleneck

« Add more pipes — Massively parallel architecture
* Make the pipes wider — 10X faster than conventional storage
« Ship less data through the pipes — Process data in storage

ORACLE
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Traditional Scan Processing

SELECT i'—‘:/ z7 o * With tradlt_lonal_ storage, all
customer name & .  Rows Returned database intelligence
— P . )
FROM calls | & resides in the database
VWHERE anount > ! hosts
200;
P’ * Very large percentage of
1 DB Host reduces data returned from storage
® ~ - terabyte of datato 1000 s discarded by database
Table customer names f[hat servers
are returned to client ]
IcIiEth'?'tsd  Discarded data consumes
entie I valuable resources, and
1 impacts the performance of
© o other workloads
I/Os Issued I/Os Executed:

1 terabyte of data
returned to hosts

ORACLE

© 2009 Oracle Corporation




Exadata Smart Scan Processing

o
SELECT e Only the relevant columns
cust oner _name | 6 — customer_name
FROM cal | s i Rows Returned and required rows
VHERE anount > j — where amount>200
200; ! I are are returned to hosts
1 © e CPU consumed by predicate
e Consolidated evaluation is offloaded
Smart Scan Result Set
Constructed And Built From All
Sent To Cells Cells * Moving scan processing off
1 the database host frees host
I CPU cycles and eliminates
. f’s ) massive amounts of
_>mart >can o unproductive messaging
identifies rows and _ >MB of dat
columns within 7z 7 t dot ata — Returns the needle, not the
terabyte table that i'ft:;tﬁ"" returned to server entire hay stack

-

P

match request Lo

ORACLE

© 2009 Oracle Corporation



. Additional Smart Scan Functionality

« Join filtering
— Star join filtering is performed within Exadata storage cells

— Dimension table predicates are transformed into filters that are
applied to scan of fact table

» Backups

— 1/O for incremental backups is much more efficient since only
changed blocks are returned

» Create Tablespace (file creation)

— Formatting of tablespace extents eliminates the 1/0O associated with
the creation and writing of tablespace blocks

ORACLE
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Oracle Exadata Storage Server
Hybrid Columnar Compression

Data stored by column
and then compressed

Useful for data that is bulk
loaded or moved

Query mode for data warehousing
e Typical 10X compression ratios
« Scans improve accordingly

Archival mode for old data

* Typical 15X up to 50X compression
ratios

ORACLE
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Oracle Database 11g Release 2
Automated Degree of Parallelism

» Currently tuning parallelism is a manual process
— one degree of parallelism does not fit all queries
— too much parallelism can flood system

« Automated Degree of Parallelism automatically
decides

* |If a statement will execute in parallel or not (serial execution
would take longer than a set threshold — 30 secs)

* What degree of parallelism the statement will use

* Optimizer derives the DoP from the statement based
on resource requirements
— Uses the cost of all scan operations (full table, index etc...)
— Balanced against a max limit of parallelism

— Assigned DOP is shown in Notes section of EXPLAIN PLAN

© 2009 Oracle Corporation — Proprietary and Confidential



Automated Degree of Parallelism
How it works

SQL Statement is hard parsed if estimated fi Ootimi det .
. - estimated time ptimizer determines
statement Andtr?gte')r?e'éﬁzigﬁtggnr:nes greater than threshold ideal DOP
P

50L h “mlm

= ' 4 B

:/% LRET R

Z

. _ . Actual DOP = MIN(default DOP, ideal DOP)
If estimated time less =
than threshold ALK

PARALLEL_MIN_TIME_THRESHOLD &2

Statement
Statement executes in parallel
executes serially (’L

ORACLE
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Parallel Statement Queuing
How it works

If not enough parallel

sQL Statement is parsed
statements and Oracle automatically servers available queue
determines DOP
5 F T e e e
e Zeaz 232 |26
= Z Z!

W 7
FIFO Queue

When the required
number of parallel servers
If enough parallel become available the first
servers available stmt on the queue is
execute immediately dequeued and executed

ORACLE
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Oracle Database 11g Release 2
In-Memory Parallel Execution

* New commodity servers have
have large amounts of memory

Real Application
Clusters

e Data Compression also means
more data in memory

* Intelligent algorithm places
fragments of a table in memory

on different nodes

* In Memory Parallel Queries are | J J J J J‘ J J J
then executed on thceg “ d& #1 ;ﬂl ﬂ‘. .ﬂl #!‘ ﬂ,‘ #! #

corresponding nodes

* Removes need to perform disk
I/O for queries on large tables

ORACLE
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In-Memory Parallel Execution
How it works: PARALLEL_DEGREE_POLICY = AUTO

sQL Determine the size of the  Table is a good candidate Fragments of Table are
statement table being looked at for In-Memory Parallel read into each RAC
Execution (Correct size node’s buffer cache
N And frequency of access)
L
% WA
Z &
=
i @
: Tableis
Table is extremely small extremely Large

(v \;«(
[~ v~ [~ v
Wr=%a =%
Wi L W L
L hd L b
Only parallel server on
‘1 the same RAC node
Read into the buffer L will access each
cache on any node Always use direct read

fragment
from disk
ORACLE
© 2009 Oracle Corporation — Proprietary and Confidential



Controlling Auto DOP, Queuing and In-
Memory Execution

« PARALLEL_DEGREE_POLICY

— MANUAL - disables Auto DOP, statement queuing and in-
memory execution and defaults to behavior prior to 11gR2

— LIMITED — Enables Auto DOP for some statements

— Those with hints or that access tables and indexes
created with PARALLEL clause

— Disables queuing and in-memory execution
— AUTO - enables all

ORACLE
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. World’s Fastest DW Machine

Clustered commaodity servers

— large amounts of memory 1,166,976
Compress more data in memory 1,018,321

Intelligent algorithm

— Places table fragments in
memory on different nodes

Reduces need for disk I1/O
— Speeds query execution

315,842

ParAccel Exasol Oracle

Faster than in-memory
specialized startups

ORACLE

© 2009 Oracle Corporation




World’s Fastest OLTP Machine
With Sun FlashFire Technology on Exadata

* Huge semiconductor memory hierarchy
— 400 Gigabytes DRAM
— 5 TB Smart Flash Cache — Not Flash Disk !
1 Million random 1/Os per second
— Eliminates most physical disk I1/O

» 3x database compression for OLTP
— Compressed 1.2 TB Database in DRAM
— Compressed 15 TB Database in Flash Cache

ORACLE
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. Start Small and Grow

Basic Quarter Half Full
System Rack Rack Rack

ORACLE
© 2009 Oracle Corporation



Oracle Database Machine with Exadata
Storage

o Simplicity of Shared-Everything (i.e. traditional SMP)

— No physical design tricks required (e.g. tables replicated
to each node)

— Adaptive to different workloads (not just read-only)
 Scalability of Shared-Nothing

— Each additional Exadata Storage Server adds CPU and
I/0 bandwith)

— Linear scalability
» Compression of a Column-wise database
— Typical 15x to 25X up to 50x compression
— Improved query performance for queries against subset

of columns
e Simplified Information
Infrastructure!

ORACLE
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Oracle Stack

Complete, Open and Integrated

« Standard components Applications
« Certified configurations Al e
« Comprehensive security

« Higher availability Database

« Easier to manage

* Lower cost of ownership
o Operating System

Virtualization

Storage

ORACLE
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« Take advantage of HW
price/performance curve

* Improve utilization rates for
servers/processors,
storage, memory

 Increasingly automate
repeatable, labor intensive
tasks

* Reduce or eliminate the
risk of change or user error

o Simplify the Information
Architecture

© 2009 Oracle Corporation

Design Goals 2000 — 2009 and Beyond

Grid Computing
Automatic Storage Management
Transparent Data Encryption
Self Managing Database
XML Database

o
|/ 30 > Oracle 8i
Oracle Data Guard

/ Oracle 8
Oracle 7
Real Application Clusters
Oracle 6 ~ Flashback Query
Virtual Private Database Oracle 109

Built in Java VM

Partitioning Support
Oracle 5 Built in Messaging
Object Relational Support
orac|e 2 Multlmedl_a Sup.po_rt )
Data Warehousing Optimizations
Parallel Operations

Distributed SQL & Transaction Support
Cluster and MPP Support
Multi-version Read Consistency

Client/Server Support
Platform Portability
Commercial SQL Implementation

Oracle 9i

ORACLE



Oracle Database 11g Release 2
What are my upgrade paths?

9.2.0.8

10.1.0.5
ORACLE 10 g GRACI_E 11 g
DATABASE > 10.2.0.2 DATABASE

11.2

DATABASE

ORACLE’ 11g .
> 11.1.0.6

ORACLE
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Customer Resources
OTN Upgrade Page

http://www.oracle.com/technology/products/database/oraclellg/upgrade/index.html

GETTING STARTED ~DOWNLOADS DOCUMENTATION FORUMS ARTICLES SAMPLECODE TUTORIALS
Printer View E-mail this page Bookmark
Documentation
ORACLE 11g Oracle Database Upgrade
DATABASE +11g Upgrade Companion
Upgrading to Cracle Database 11g provides the latest in efficient, reliable, secure data management for mission-critical on- {Metalini)
line transaction processing applications, query-intensive data warehouses, and content management and Web2.0 -Oracle 11g Release 1
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