Oracle RAC With and Without ASM
By Mike Ault, Quest Software, Copyright 2007

Introduction

Oracle parallel server has been around since late version 6. It has evolved into what is now known as Oracle Real Application Clusters (RAC for short.) Oracle in its efforts to provide everything you need to run Oracle, has also provided shared file systems (one of the prerequisites for RAC) first with Oracle Cluster File System (OCFS), an open source cluster file system for use with Oracle and RAC (although it is moving towards being a general cluster file system) and now, Automatic Storage Management (ASM.)

Oracle has also made moves towards wanting to manage your entire Oracle environment, the web servers, application servers, database servers and of course the databases. In this move towards global domination of the Oracle space, Oracle’s latest offering is the Oracle Grid Control which replaced the Oracle Enterprise Manager.

Let’s look at what Grid Control, RAC and ASM can and can’t do for you in your environment.

Oracle Grid Control

Oracle Grid Control is an HTML based interface that allows use of a service oriented architecture (SOA) technology to manage services. A service is defined as the interface or API, written to Oracle’s SOA specification, that allows the monitoring and control of an  subsystem.
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Figure 1: Oracle Grid Control Screen

In Grid Control the basic subsystems are of course the database, the database servers, and Oracle application servers, these are all considered “Targets” of control as shown in Figure 2.
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Figure 2: Grid Target Display showing Host Tarets

Oracle provides standard SOA interfaces to their own components that allow you to monitor and manage them. Oracle has also released the API to their SOA (the fusion middleware) that allows third-party vendors and individuals to write plug-ins to manage and monitor just about anything (having issues with that Java enabled cappuccino machine? Write an interface!) which can be addressed through a web-based interface. The available plug-ins and Connectors are:
	Name
	Source
	Author
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BEA WebLogic Plug-in**
	10gR2
	Oracle

	Check Point Firewall Plug-in
	 OTN
	Oracle

	EMC Celerra Plug-in
	 OTN
	Oracle

	F5 BIG-IP Local Traffic Manager Plug-in**
	10gR2
	Oracle

	IBM DB2 Database Plug-in
	OTN
	Oracle

	IBM WebSphere Plug-in**
	10gR2
	Oracle

	Juniper Netscreen Firewall Plug-in
	OTN
	Oracle

	Microsoft Active Directory Plug-in
	OTN
	Oracle

	Microsoft BizTalk Server Plug-in
	OTN
	Oracle

	Microsoft Commerce Server Plug-in
	OTN
	Oracle

	Microsoft Internet Information Services (IIS) Plug-in
	OTN
	Oracle

	Microsoft Internet Security and Acceleration (ISA) Server Plug-in
	OTN
	Oracle

	Microsoft .NET Framework Plug-in
	OTN
	Oracle

	Microsoft SQL Server Plug-in
	OTN
	Oracle

	NetApp Filer Plug-in**
	OTN
	Oracle

	Dell PowerEdge Server Integration
	10gR2
	Oracle

	IBM WebSphere MQ Plug-in
	10gR2
	Oracle

	JBoss Application Server Plug-in
	10gR2
	Oracle

	Partner Built Plug-ins
	Tested 
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Nortel Alteon Application Switch Plug-in
	Yes***
	Nortel Networks

	Citrix Presentation Server Plug-in
	Yes***
	Citrix Systems

	Blue Lane PatchPoint Manager Plug-in
	Yes***
	Blue Lane Technologies Inc.

	Onaro SANScreen Plug-in
	No
	Onaro

	Pillar Data Systems Axiom Plug-in
	Yes***
	Pillar

	Egenera pServer Plug-in
	Yes***
	Egenera

	BEZ BEZProphet Plug-in
	Yes***
	BEZ

	Radware Plug-in
	No
	Radware

	Oracle-built Connectors
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BMC Remedy Help Desk Connector
	 
	Oracle

	Microsoft Operations Manager Connector
	 
	Oracle

	Peoplesoft Enterprise HelpDesk Connector
	 
	Oracle

	Siebel HelpDesk Connector
	 
	Oracle

	Partner Built Connectors
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HP OpenView Connector
	 
	Engyro


Table 1: Grid Control Plug-Ins and Connectors

Of course the list of plug-ins and connectors keeps growing, so this is just a partial list as of 2/27/2007.

When the Grid Control needs to access a specific component the user clicks on that menu item and is passed by the plug-in into the appropriate interface module. For databases, for example, the control is passed to the database control module for that database. The Grid control will use a web server and a repository database. 

Grid control can monitor and manage multiple instances of app servers, web servers, database servers, instances and any services you define for it.

Database Control

A subset of the overall grid control is the database control. The database control is where the database administrator will spend a majority of their time if they choose to use Oracle provided management for their system. The database control can only deal with one database (albeit with multiple instances as in the case of RAC) at a time.

Essentially all phases of database monitoring and management can be accomplished with the database control component, it is provided as a stand-alone system if you do not desire to run the full Grid Control. However, you must be careful with Database control as you are only warned once, on installation, that there are licensable components left laying about inside the interface and should you accidentally use them, you will be liable for the license fess that result. Almost all of the advanced features such as Automatic Database Diagnostic Monitor (ADDM), Automatic Workload Repository (AWR), the SQL tuning package and many others are all cost-plus items.
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Figure 3: Database Control

In the overall picture of grid and database control one technology figures prominently and that is real application clusters. When combined with server blade technology and automatic provisioning capabilities RAC allows a database to be expanded and contracted virtually at will. With the use of the service based architecture the same provisioning allows addition and deletion of other service components such as application and web servers as well as database servers or database instances.

Real Application Clusters 

Oracle Real Application clusters allows the memory, CPU and IO capabilities of multiple servers to be utilized by a single database through the use of multiple instances that use a high speed cluster interconnect to virtualize the resources. Implicit in the RAC architecture is the need for a shared disk subsystem that can be equally accessed by all participants in the cluster. 

In the beginning the VAX/VMS architecture had the first truly shared disk subsystem. In the UNIX environment in order to share disk resources the disks had to be mapped as raw devices where the application had complete IO control over the disks or their sub-partitions. While the raw device architecture can still be used, it is more convenient to have a cluster file system. Raw devices are limited in that a single raw device can only be occupied by a single file. A cluster file system allows normal file system use on the shared drive. 

There are many cluster file systems available, Veritas, Sun, HP all have cluster file system solutions. Generally cluster file systems are of two basic types, either a master-slave architecture where one server owns the disk resources and performs all file manipulation on behalf of the slave systems, or a peer-peer system where all servers share in the management of resources. Veritas cluster file system falls into the master-slave type of system where if the master node fails the disks must be remapped into another servers control before they can be utilized by any of the other systems in the cluster, this can take several minutes for large systems. The Oracle OCFS and ASM cluster file systems, although limited to mostly Oracle files, are peer to peer solutions so if any one node fails, the others still have access with no required failover.

So essentially the choices for a cluster file system for Oracle RAC falls between globally shared resources where any file type can reside such as the Veritas, Sun or HP cluster file systems, or, a restricted use, Oracle only file system such as OCFS or ASM provided by Oracle. Supposedly the OCFS from Oracle will allow global file usage in the future.

Pros and Cons of ASM

Automatic storage management (ASM) from Oracle provides for automatic stripe and mirror if you use the default template (which almost everyone does). The template for a specific file type tells Oracle how to stripe it (defaults are 1 megabyte/drive for data and 128K/drive for non-data) and how to mirror it (one disk or external redundancy – no mirroring, 2 or more drives – single mirror, three or more drives and high redundancy setting, two mirrors) and Oracle handles disk balancing and load balancing automatically under the covers.

What is ASM?

ASM consists of one or more disks or partitions, usually unformatted or RAW and an ASM instance that handles the management of the disk assets. The ASM instance is just that, only memory and background processes, there are no tablespaces or data files associated with an ASM instance. In a RAC environment their will be one ASM instance per node that is a part of the overall cluster ASM instance.

ASM manages at the ASM disk level, these disks can be an actual disk, partition or raw partition. The ASM disks are formed into ASM disk groups which can then be utilized for Oracle files.

ASM performs the following functions (from Introduction to Linux Cluster Filesystems
by Sheryl Calish): 

· Recognizes disks via ASM ID in disk header 

· Dynamically distributes data across all storage within a disk group, provides optional redundancy protection, and is cluster aware. 

· Allows for major storage manipulation to take place while an Oracle database is fully operational—no downtime needed to add, remove, or even move diskgroups (although rare) to a new storage array 

· Performs automatic load balancing and rebalancing when disks are added or dropped 

· Provides additional redundancy protection through the use of failure groups 

· Optimizes use of storage resources. 
ASM Pro’s

ASM’s biggest pro is it is completely automatic, it automatically stripes and mirrors and does load/IO balancing without direction from anyone. If you hand it a new disk for a given disk group it automatically adds it to the existing disk and reallocates the stripes to balance the load across the new disk. Likewise when you remove a disk its assets are automatically reallocated to the other members.

ASM is also free with Oracle, there are no license fees to maintain or support costs over and above those associated with the Oracle software itself. 

ASM is high performance, several of the top ten 300 gigabyte and 1 terabyte TPC-H results for Oracle where done using ASM and RAC, or standard Oracle and ASM.

ASM management is largely automatic and hands off, freeing thought cycles for other problems.

ASM is peer-peer architecture meaning no re-mastering of disks is required should any ASM instance in a cluster fail.

ASM Cons 

ASM is provided by Oracle and currently is free, however, that could change.

ASM is completely automatic with little control from the DBA or system manager. Unless you alter the template files you cannot control stripe width, mirroring or other factors after initial setup.

ASM can only store Oracle files.

ASM management can be tricky at times, while ASMCMD has made some things easier, it is still not as easy as a true cluster file system.

ASM monitoring is still in its infancy. While OEM and some tools such as Quest Spotlight and Toad provide some monitoring, full monitoring such as that possible in true CFS is not possible, yet.

Oracles cluster manager must be present for ASM to work as a CFS.

OCFS – The Red Headed Step Child

When Oracle first released its open source cluster file system for Oracle (OCFS) the community was excited, especially since it was open source, non-licensed, free, worked with Linux and allowed us to do clusters cheaply. Then ASM came along and OCFS was pushed to the rear. 

However, Oracle continued working with OCFS and OCFS release 2 is now available. OCFS Release 2 also includes expanded capabilities to run non-database, standard file system operations, providing additional value as a general-purpose file management system.

OCFS2 has been endorsed by the Linux community and is shipped as a part of many common Linux distributions such as Fedora, Redhat and SuSe.

Explains Mark Fasheh, Oracle senior software developer and maintainer of OCFS Release 2 in an article (Linux Community Endorses OCFS R2) by Rich Schwerin:
"OCFS Release 2 enables customers to use a file system on their shared disk so they can do things like a shared ORACLE_HOME installation, and share logfiles and datafiles," says Fasheh. "Thanks to direct I/O support, our datafile performance is on par with raw disk. So overall users get a lot of convenience because they can use their normal file system utilities in an OCFS Release 2 cluster." 

…

“Fasheh notes several new features in OCFS Release 2, including accelerated metadata performance, improved data caching and locking for regular files such as Oracle binaries and libraries, and improved journaling and node recovery using the standard Linux Kernel JBD (journaling block device) subsystem. In addition, OCFS Release 2 allows node-local and architecture-local files using Context Dependent Symbolic Links, so the same file can have the same or different content on each node, thus allowing different configurations per node. “

OCFS2 1.2.4-2 is the current release as of 2/27/2007.
OCFS, while being provided by Oracle actually runs independent of Oracle and has its own cluster management, lock manager and other cluster ready components. As such OCFS can run even on Linux systems where there is no Oracle database installed as a standalone cluster file system.

OCFS Pros

OCFS is free

OCFS2 is a complete cluster file system with its own DLM and CM modules

OCFS2 uses standard file management and monitoring commands

OCFS2 has its own management GUI

OCFS2 uses direct IO so is very high performance

OCFS Cons

OCFS runs on Linux only

Summary

Oracle has provided an enterprise level management interface in its Grid Control system providing you have the appropriate plug-ins for the various applications and servers in your environment. Gird control uses the database control to manage and maintain Oracle databases. One of the cornerstone technologies in Grid control is RAC. RAC allows virtualization of multiple shared instances into a single database entity allowing for scaling out. RAC depends on cluster file systems to communicate with disk assets where the actual physical database resides. Many vendors offer cluster file systems. Oracle provides two cluster file system solutions, ASM, which is a high performance, strictly for Oracle solution that runs on multiple platforms and OCFS2 which is a general purpose CFS for Linux.
